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ABSTRACT 

Cloud computing is a network based, on demand access model to a pool of configurable computing resources. These 

resources include servers, storage, networks,applications and services. One of the major services provided through 

cloud computing is called IaaS (Infrastructure as a Service), where the access of infrastructure components such as 

storage, CPU, memory, and other devices is provided through internet. Cloud based services and web applications 

accessing them are rapidly growing as they promise high performance and uninterrupted services. This growth has 

posed a great demand of virtualized cloud data center establishments around the world. Typically, the power 

requirements of these data centers are huge, which leads to high operational cost as well as environmental issues. 

Accordingly, cloud providers started considering energy efficiency and consumption as a deciding factor for virtual 

machine (VM) placements. In its lifetime, a VM puts variable resource demand on physical host machine, and thus 

the initial placement of VM is not always a deciding parameter.In the present study, a thorough investigation has 

been carried out in virtual machine placement techniques in Infrastructure as a Service (IaaS) based cloud offering. 

INTRODUCTION  
According to NIST [1], "Cloud computing is a model for enabling ubiquitous, convenient, on-demand network 

access to a shared pool of configurable computing resources (e.g. networks, servers, storage, applications, and 

services) that can be rapidly provisioned and released with minimal management effort or service provider 

interaction."Cloud grants its users a cost effective model of computing with tailor made services on a subscription 

based pay-per-use model. Resources are scalable according to variable load, promising uninterrupted service to its 

end users. Cloud service reference model is broadly classified into following types: 

• Infrastructure as a Service (IaaS) 

• Platform as a Service (PaaS) 

• Software as a Service (SaaS) 

The first layer and the foundation of this stack is IaaS layer, Infrastructure as a service provides basic computing 

infrastructure e.g. CPU, RAM, Network, Storage. In this infrastructure as a service, cloud provider provides access 

to virtualized hardware via network to its client. Virtualization plays a key role in creating virtualized hardware by 

creating an abstraction layer of Hypervisor. A Hypervisor is a collection of computer software, firmware or 

hardware that creates and runs a virtual machine [2]. The hardware and operating system where hypervisor installed 

is known as host machine whereas the virtual resources created by the hypervisor is known as Guest machine. 

These guest machines are created on the request of users using web browsers or tools provided by the cloud 

providers or set of commands via the internet. Users can use these virtual machine instances as per their 

requirements, and they can install, configure the software in the same fashion as a desktop or server at their own 

premises. 

The layer above Infrastructure base is the Platform as a Service layer, It provides a scalable abstraction to deploy and 

develop applications. It has support for different runtime environments, libraries that are the part of the core 

middleware functionality provided by PaaS. It hides the details of underlying infrastructure services and provide a 

seamless and elastic environment to a user using web based management console or using APIs and libraries. The 

topmost layer in cloud service stack is Software as a Service (SaaS ) which is built using the services and 

environment provided by PaaS layer. 

 

A. Role of Data Centers 

This entire service stack is hosted on virtualized data centers established by cloud providers. A typical data center 

consists of thousands of computing nodes, switches, routers. In order to increase the hardware life and reduce the 

downtime and failure of nodes, the temperature inside the data center should be kept low by using Air conditioner 

(A.C.), and other cooling methods like water based cooling. Hence efficient server nodes and cooling techniques 

play a significant role in electricity consumption. Subsequently electricity cost is a major contributor in operational 

expenditures. In earlier data center configurations, performance was the main concern of service providers. These 

servers used to run at low utilization level and 
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promising high Quality of Service (QoS). Usually, the power consumption is as high as 50% of the maximum, even 

at 10 % of CPU utilization [3]. Server Virtualization gave the solution to the problem of raising the CPU utilization. 

A single physical server can run multiple virtual machines, and consolidation of virtual machines on lesser physical 

nodes can lead to a situation having some empty servers, which can be put into sleep or hibernation to save a 

considerable amount of power. Due to strong environmental laws and carbon credit policies, researchers tossed a 

new term Green Cloud Computing, Which is defined as Green Cloud computing is envisioned to achieve not only 

the efficient processing and utilization of computing infrastructure, but also to minimize energy consumption. [4].  

Category  

Power Co 

nsumption 2008 (GW) 

 

 

Growth Rate (PJV.) 

2020 Prediction 

(GW) 

Data Centers 29 12% 113 

PCs 30 7.5% 71 

Network Equipment 25 12% 97 

TVs 44 5% 79 

Other 40 5% 72 

Total 168  433 

World Electricity 2350 2.0% 2970 

ICT Fraction 7.15%  14.57% 

 
Fig. 2: Power Consumption Prediction 

 

CLOUD COMPUTING 

Cloud Computing is the technology which delivers computing resources whether it is computing power, storage, 

network, memory, applications, software platforms over the internet; it include the services, data centers and its 

components [5]. Fox et al. [6] from Berkeley defined cloud Computing vision as: "Cloud computing, the long-held 

dream of computing as a utility, has the potential to transform a large part of the IT Industry, making software even 

more attractive as a service." Cloud turned the computing resources as a utility and now the user can subscribe to 

cloud services on the basis of "Pay as you Go" model of utilities like electricity and water. 

A. Virtualization 

Virtualization is the basis of Cloud Computing. It contains a set of solutions allowing the abstraction of the 

necessary 

 
Fig. 3: Concept of Hypervisor. 

components for computing, such as Processor, Memory, Storage, Network and other hardware. The Term 

Virtualization get its existence 40 years ago [7] [8], Some of the general virtual machine systems at that time were 

IBM VM/370 [9] but the functionalities were limited by technologies like very subtle amount of memory and low 

computing power. Present scenario of computing overcame the limitations of resources, therefore, virtualization 

become an important unit of cloud computing. Virtualization provides highly customizable and controllable IT 

infrastructure for users. Virtualization can be classified in two categories: 

1) System/Hardware virtualization. 

2) Process Virtualization. 
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The Most popular virtualization method is System/Hardware virtualization. In Hardware virtualization the guest 

system run over an abstract execution environment in terms of hardware. In this virtualization the Guest is the 

operating system running over virtual hardware, the host is the physical computer, the virtual machine manager is 

the hypervisor. 

1) Hypervisors: The Hypervisor is a software or assembly of software and hardware that constructs the abstraction of 

the underlying physical server or hardware. It simulates or recreates the hardware environment. Installation of a 

guest operating systems can be possible over this abstraction layer. 

 

B. Virtualization and Relation with Cloud Computing 

As per discussed earlier Virtualization plays an important role in cloud computing because of its high level of 

customization, isolated and its secure execution, these features are essential for delivering on demand computing 

resources through the internet. Configurable resources can be delivered to clients using Virtualization technologies 

e.g. Hardware Virtualization enabled IaaS market segment, whereas programming language level Virtualization 

opens the door for PaaS services. Both offerings provide sandboxed, customizable environment for business 

enterprises having a large scale computing infrastructure with capabilities to sustain and deliver uninterrupted 

services despite heavy workloads. 

 

C. VM Migration 

Sandboxed virtual machines are isolated process running in a server. A Virtual machine can easily be saved in the 

storage, and the saved snapshots can be again copied, deployed on any other host, with same or different architecture 

and hardware from the previous host with same VMM layer below the hosts [10]. Migration of VM is very useful in 

the situation such as Disaster recovery, server replication, Hardware upgrade. This simple pure stop-and-copy [11] 

[12] migration process is slow and only possible after suspending the execution of VM to create a snapshot of the 

VM as compared to dynamic migration of VM. Dynamic or live migration is an improved technique to migrate VMs 

where virtualized servers migrate in running state between physical hosts without losing client and application 

connectivity. A VM with a load of running live service is critical and dynamic transfer occurs in a manner that fulfil 

the requirements of minimizing both downtime and total migration time. In the proposed work in the next chapter we 

are using Dynamic Live migration of VM from one host to another. 

VM Migration consists of mainly three phases Clarke et al. [10]: Push phase: The source VM continues running 

while particular pages are pushed across the network to a new destination. To ensure consistency, pages modified 

during this process must be re-sent. Stop-and-copy phase: The source VM stopped, pages are copied across to the 

destination VM, and then the new VM is started. Pull phase: The new VM executes and, if it accesses a page that has 

not yet copied, this page is faulted in ("pulled") across the network from the source VM. 

D. VM Consolidation 

VM consolidation is a Server consolidation process to optimally moving the sandboxed machine running in one host 

to another host so that servers with underutilized resources can either fully release after migration or more VMs can 

be placed tightly inside this host. It increases resource utilization up to maximum permissible limit, resulting in best 

utilization of the resources in every server. Jung et al. [13] investigated the problem of dynamic VM consolidation 

using live migration with challenging SLA requirements, where VM is having a workload of a multi-tier web 

application. They proposed VM placement using bin packing and gradient search. Migration controller sense the 

need of VM migration and the reconfiguration based on Utility function that calculates the SLA requirements. 

Kumar et al. [14] have proposed a factor stability for solving dynamic VM consolidation problem. The stability 

factor is the probability that a VM allocation will continue to be operative for some interval in the future. A time 

varying probability density function is used for the prediction of the future resource load. Berral et al. [15] have used 

machine learning techniques for dynamic VM consolidation with VM running workloads with deadline that are 

fixed in SLAs. The process optimize the energy consumption and SLA using machine learning. This optimization 

method is intended for explicit environments e.g. High Performance computing(HPC) because HPC are deadline 

constraint applications. 

 

ENERGY CONSUMPTION ANALYSIS IN DATA CENTERS 
Minas and Ellison in their book [16] by Intel labs categorize several key components which consume power and 

presented that CPU, Memory and power supply losses are the major components of power consumption. Techniques 

like DVFS helped improving CPU power saving by enabling active low power mode. Due to these techniques 

modern servers and desktop CPUs consumes not more than 30% of their peak power in low activity mode, therefore 

rest of 70% power range lies in dynamic power consumption [17]. This dynamic range is comparatively low for 

DRAM Memory (modern RAM 

technology). It is less than 50% for DRAM, It is 25% for Hard 
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Disk, and for network devices it is 15% [18]. 

A. Operational Cost of a Typical Large Cloud Service Provider 

Greenberg et al. [19] have shown a cost breakdown of a Data centers capital expenditure. Authors probed that 15% 

of the total cost used into power consumption. They estimated that the total annual power cost for a Mega data center 

(consist of 50,000 server with 180 W power rating ) is $ 9.3 million at the rate of $ 0.07 per unit cost for the 

electricity. This shares the major part of operational expenditure of Data centers. 

 

Fig. 4: Energy Consumption of a typical Data center Components. 

 

ENERGY EFFICIENCY IN DATA CENTERS 
Pinheiro et al. [20] presented the very first work that focuses on the power management and energy savings in 

clusters of servers and personal computers. Their methodology is applicable where there is replication of nodes 

occurs for load balancing; their work was to limit the workload on minimum possible servers in the cluster in a way 

that maximum idle nodes can be available to put into sleep mode of hibernation to save a significant amount of 

energy. They implemented the algorithm on the two general cluster configuration: A locality aware network server 

and a load balancing distributed operating system for clustered cycle servers. The load balancing is done at the 

application level not at the system level. The algorithm runs on the master node without any redundant node 

involved so it creates a single point of failure. Authors mentioned that the algorithm removes the nodes one by one, 

the cluster reconfiguration option is also a time consuming process therefore due to lack of parallel load balancing 

and configuration method it is not scalable beyond a fixed number of servers in a cluster. 

Chase et al. [21] proposed an algorithm for resource management whose main focus is energy efficiency. The 

primary aims of this work is to assign server resources for co-hosted services in a way that automatically adjust to 

continuous changing workload. To increase the energy efficiency of server dusters by dynamically changing the 

active server set, and react to power supply interruptions or thermal events by degrading service in accordance with 

negotiated Service Level Agreements (SLAs). 

Elnozahy et al. [22] Applied two techniques to save power 1. Switching off/on the idle/useable hosts 2. Dynamic 

Voltage and Frequency Scaling (DV FS), they concentrated on their evaluation environment for a single web 

application with a predefined response time as SLA. The Policy calculates the total CPU cycles and number of 

servers needed for the application execution, and it assigns the scaled frequency to CPUs of every server. 

One of the significant work by Nathuji And Schwan [23] proposed Virtual Power. It is one of the very first work of 

power management and energy savings in Virtualized data centers. They extended the hardware level power 

management and frequency scaling as Soft scaling on the guest VM level. 

Shrikantaiah et al. [24] modeled the consolidation of applications in virtualized data centers as bin packing problem. 

They examined the relationship between consolidation performances, consumption of energy and resource 

utilization. Authors showed that there exists an optimal point in the performance and energy consumption tradeoff 

due to workload consolidation. 

Verma et al. [25] gave a solution for energy efficient allocation of applications in virtualized heterogeneous data 

centres. They formulated energy efficient assignment of the application in heterogeneous host as continuous 

optimization, in a fixed time interval the vm allocation is reviewed for energy and performance tradeoffs and 

optimize this tradeoff with appropriate migrations. 

 

A. Exisiting Commercial Solutions 

VMware vCloud suit is used to create a full-fledged private cloud infrastructure. To ols provided by VMware e.g. 

VMware DRS (distribute resource Scheduler) [26] , and VMware DPM (distributed power management) [27] can 
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monitor and manage the energy and power consumption of the virtualized infrastructure created by VMware vCloud 

suit. 

Power IQ [28] is developed by Raritan a company member in green grid initiative power IQ gives customized 

solution to data center managers and administrators. Some powerful features of Power IQ are one click rack 

monitoring, power capacity forecast chart and PUE (Power usage effectiveness) monitoring. 

 

CONCLUSION AND FUTURE WORKS 
This literature provides a detailed study of data center energy consumption elements, IaaS cloud and its basic 

building blocks to analyze the energy consumption elements in cloud infrastructure. This work investigated almost 

all well known and industry accepted energy saving techniques in data centres. In this survey VM allocation 

methods and their efficient placement to optimize various parameters has been discussed, mainly in the context of 

energy savings, Some commercial VM placement alogrithms are also discussed. This survey can be extended by 

including PaaS ( Platform as a Service) based optimizations methods of reducing the energy consumption and 

increasing the SLA. 
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